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Background: Concerns about research misbehavior in academic science have sparked interest in the factors that
may explain research misbehavior. Often three clusters of factors are distinguished: individual factors, climate factors
and publication factors. Our research question was: to what extent can individual, climate and publication factors
explain the variance in frequently perceived research misbehaviors?

Methods: From May 2017 until July 2017, we conducted a survey study among academic researchers in
Amsterdam. The survey included three measurement instruments that we previously reported individual results of

Results: One thousand two hundred ninety-eight researchers completed the survey (response rate: 17%). Results
showed that individual, climate and publication factors combined explained 34% of variance in perceived
frequency of research misbehavior. Individual factors explained 7%, climate factors explained 22% and publication

Conclusions: Our results suggest that the perceptions of the research climate play a substantial role in explaining
variance in research misbehavior. This suggests that efforts to improve departmental norms might have a salutary
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Background

There has long been concern about research misbehav-
ior in academic science [1-4]. Research misbehavior in-
cludes a broad array of behaviors, some of which may
invalidate research results, some that damage trust in
science, and others that may deny credit to those to
whom credit is due in ways that may hamper their car-
eer progression, possibly leading to their exit from the
scientific workforce and the loss of highly talented indi-
viduals [5]. These behaviors range in “severity” or

* Correspondence: tl.haven@vu.nl

'Department of Philosophy, Vrije Universiteit, Amsterdam, De Boelelaan 1105,
1081 HV Amsterdam, The Netherlands

Full list of author information is available at the end of the article

B BMC

“seriousness” from research misconduct (fabrication, fal-
sification and plagiarism, henceforth RM) to “lesser”
forms of misbehavior usually termed questionable or
detrimental research practices (henceforth: QRP) [6].
These behaviors also differ in their level of intentionality
and may be just negligent or reckless, or conscious devi-
ations from the standards for good quality research with
a purpose other than finding true answers.

Explanations for why researchers misbehave can gen-
erally be grouped into three clusters of potentially ex-
planatory factors: those at the level of the individual,
factors arising from the organization in which re-
searchers go about their work, and forces that may act
upon individual researchers from beyond their
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immediate workplace - such as the commonly refer-
enced “publish or perish” pressure [7-10].

Examples of individual-related factors are gender or
academic rank. Examples of climate factors are percep-
tions of research-related norms and fairness of supervi-
sion, and the quality of resources available to support
researchers in their work. Examples of publication sys-
tem factors are the perceived publication stress among
academic researchers and their attitudes towards the
current publication system governing academic research.

Previous research has found that male researchers
were overrepresented when reviewing RM reports and
that junior researchers also seem more likely to report
QRPs or RM. In addition, researchers are supposedly
more likely to misbehave in a climate where they feel
treated unjustly and perceive heavy competition. Lastly,
RM and QRPs have been associated with high perceived
publication pressure [11-13].

Objectives

In this paper, we integrate our previously published find-
ings [14-16] that used measurement instruments that
are at best proxies for these complex phenomena to see
what share of variance in QRPs and RM these three
groups of factors account for. We work from the as-
sumption that in a poor-quality research climate with
high publication pressure, researchers should be more
likely to observe research misbehavior. Our research
question is: to what extent can individual, climate and
publication factors explain the variance in frequently
perceived research misbehaviors?

Methods
Study design
We used a cross-sectional survey design.

Participants

Participants were academic researchers employed at two
universities in  Amsterdam  (Vrije = Universiteit
Amsterdam and University of Amsterdam) and two aca-
demic medical centers (i.e., Amsterdam University Med-
ical Centers, location AMC and VUmc). In order to be
eligible for participation, respondents had to be
employed in research for at least 1 day per week. We in-
cluded PhD candidates, as they are formally employed
by Dutch institutions. A full description of our recruit-
ment procedure can be found elsewhere [15].

Variables

The survey questionnaire consisted of three instruments
(Survey of Organizational Research Climate, henceforth:
SOURCE [17], the revised Publication Pressure Ques-
tionnaire, henceforth: PPQr [18], 20 randomly drawn re-
search misbehaviors from a list of 60 QRPs and RM [5])
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and three demographic items (gender, academic rank
and disciplinary field). For an overview of the different
subscales and items that we used as proxies for the indi-
vidual, climate and publication factors, see Table 1.

Setting

Between May 2017 and July 2017, we conducted a sur-
vey study among academic researchers in Amsterdam.
We used Qualtrics (Qualtrics, Provo, UT, USA) to de-
sign the survey. The survey started after participants in-
dicated informed consent. The survey included three
measurement instruments that we previously reported
individual results of and here we integrate these
findings.

Study size
We invited the complete population of interest; no spe-
cific sample size calculations were made prior to data
collection.

Bias

The greatest source of potential bias in our design is re-
sponse bias, which is why we sent multiple reminders
and advertised our study in university newsletters and
on the intranet. Still, the choice to participate in a study
related to research integrity and misbehavior is presum-
ably not random.

Quantitative variables

Explanatory variables are the demographic characteris-
tics of the participant (we refer to these as individual
factors, as they regard characteristics of the individual),
SOURCE subscales, and PPQr subscales.

Outcome variables are (1) perceived frequency (never
observed/observed)' and (2) perceived impact, the prod-
uct score of perceived frequency and impact on validity
that we henceforth denote as perceived impact.> We use
perceived impact because focusing on perceived fre-
quency alone may result in a model that explains more
trivial trespasses only. We took the square root of this
perceived impact score for normalization purposes.

To give the reader an indication of the overall fre-
quency of perceived misbehavior, we calculated percent-
ages of the three possible frequencies. To get a sense of
the reliability of our outcome measures, we calculated
generalizability coefficients, based on the theory of
generalizability developed by Cronbach and colleagues

This remains an imperfect measure of how often misbehavior actually
occurs, as it relies on whether respondents report observing the
behaviour in question.

%\We reasoned that the impact of the misbehavior increases as the
behavior is more frequently perceived and is assigned a greater impact
on the validity. We used the term impact on the aggregate level
another paper, but believe the term perceived impact is more succinct.
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Table 1 Overview of instruments used in survey questionnaire
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Construct of Instrument (reference), interpretation # items, (# Reliability of scores
interest subscales)
Individual Gender (male*/female) 3 Not applicable.
factors Academic rank (PhD student*, postdoc or assistant
professor, associate or full professor)
Disciplinary field (biomedical sciences, natural sciences,
social sciences and humanities®)
Climate SOURCE [17], The higher the subscale score, the more 28 (7) Cronbach’s a ranges from .81 to .87
factors positive the perceptions of the research climate.
Publication PPQr [18], The higher the subscale score, the more negative 18 (3) Cronbach’s a ranges from .75 to .80
factors the perceptions of the publication system.
Research List of QRPs and RM [5] 60 Generalizability coefficients for perceived frequency is .80

misbehaviors

and .89 for perceived impact, respectively.

* reference category- to ease interpretation, we chose the group with the highest or the lowest score

[19]. The generalizability coefficient is a function of vari-
ance components and can also be estimated with incom-
plete data.

Statistical methods
Each participant responded to 20 items, randomly selected
out of a set of 60 items. As a result, participants responded
to different sets of items. We applied multilevel logistic re-
gression analysis to the perceived frequency item scores
and multilevel linear regression analysis to the perceived
impact item scores, with items nested within respondents,
and the characteristics of the participants as the higher-
level variables. We thus treated the 60 questions about
QRPs and RM as “level 1”7 observations, with those obser-
vations nested within respondents, “level 2”. The nesting
of observations within level two means that those observa-
tions are not independent (in fact, ICCs are 0.17 for Fre-
quency scores and 0.28 for Impact scores) which is why
multilevel analyses is appropriate as it is designed to take
this non-independence into account, and adjust the
standard-errors appropriately to reflect the true “effective”
sample size. This application of multilevel models is not
yet as common as other applications, such as with student
data, where students are the level 1 observations, nested
within classrooms (level 2), or such as within-persons re-
peated measures data, where each time-point provides
level 1 measures nested within persons (level 2). But just
as multilevel analyses appropriately account for the non-
independence of observations in such applications, we
used multilevel analyses to account for the non-
independence across measures of RM and QRPs® (level 1)
within individual respondents (level 2) (for an in-depth ex-
planation, see [20, 21].

Perceived frequency item scores were dichotomized, as
the third response option was hardly used (0=not ob-
served, 1 = observed). The concept of explained variance is

3See Additional file 1: appendix where we juxtapose ordinary
regression analysis and multilevel regression analysis.

not defined in multilevel logistic regression. However, as
our application items are first level units and respondents
are second level units, the estimated intercept variance
represents between-subject variance [20]. We can com-
pare intercept variance in the empty model with intercept
variance in models that include explanatory variables, and
use unity minus the proportional reduction in intercept
variance as an index of explained variance.

Our approach comprised four steps: first, we analyzed
the influence of each explanatory variable on the two
outcome variables individually. Second, we used a step-
wise procedure to assess which cluster of explanatory
variables explained most variance (cluster 1, individual
factors = gender, academic rank and disciplinary field,
cluster 2, climate factors=7 SOURCE subscales and
cluster 3, publication factors = PPQr subscales). Third,
we employed a hierarchical model where we consecu-
tively added the explanatory variables in their clusters —
starting with cluster 1 — to assess how much cumulative
variance was explained. Finally, we inspected the rela-
tionships between the different explanatory variables
with Pearson’s correlation and regression analyses.

Results

Response rate

We obtained 7548 e-mail addresses of active academic re-
searchers in Amsterdam of which 83 were no longer in use.
Some researchers explicitly declined participation (z = 109)
and 1298 researchers completed at least one subscale from
the SOURCE, which was sufficient to use their responses in
our models, yielding a response rate of 17%.

Descriptive data
Demographic information can be found in Table 2.

Outcome data

Percentages of each frequency for all 60 QRPs and RM
(as well as for the SOURCE and PPQr) can be found in
the Additional file 1: appendix.
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Table 2 Participants’ demographic information®

Gender
Male 441
Female 632
Academic rank
PhD students 503
Postdocs and assistant professors 318
Associate and full professors 216
Disciplinary field
Biomedical sciences 603
Natural sciences 119
Social Sciences 242
Humanities 109

*Two hundred twenty-five participants did not indicate their demographic
information or stopped prematurely

Main results

We assessed the association of each explanatory variable
with both the perceived frequency measure and the per-
ceived impact measure. An overview of these results can
be found in Table 3. Note that these are all separate
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univariate multilevel regression analyses with a single
variable in the model (not corrected for any con-
founders). Individual factors explain between 0 and 5%
of the variance in perceived frequency of research misbe-
haviors, climate factors explain between 5 and 18% and
publication factors explain between 1 and 15% of the
variance in frequency of research misbehaviors.

When using perceived impact as outcome variable, in-
dividual factors explain 1% of variance, climate factors
between 1 and 13% and finally publication factors ex-
plain between 2 and 12% of variance in perceived impact
of research misbehaviors.

We added the explanatory variables in their respective
clusters and then followed up with a hierarchical model
where we consecutively added the clusters, see Table 4.
Individual factors as a cluster explain 7% of variance in
perceived frequency of research misbehaviors, climate
factors as a cluster explain 22% of variance and publica-
tion factors as a cluster explain 16% of variance in per-
ceived frequency of research misbehaviors. Individual
factors as a cluster explain 1% of variance in perceived
impact of research misbehavior, the cluster of climate
factors explains 14% and the cluster of publication

Table 3 Explanatory variables for perceived research misbehaviors, univariate analyses

Perceived frequency of misbehavior

Perceived impact of misbehavior

Explanatory variable B SE® p-value®  %lndex of Expl. B SE® p-value® %Expl.
Variane® Variane®
Individual factors
Female \* M€ -159 065 015 69% —-009 021 651 0%
Academic rank 6.06% 1.08%
Postdoc/assistant professor ¥* PP student - 469 072 <001 076 024 001
Associate/full professor V* PhP student 617 081 <001 036 027 177
Disciplinary field 25% 13%
Biomedical sciences v humanities 127 109 245 023 034 508
Natural sciences ¥* humanities 110 139 430 034 044 442
Social sciences ** Mumenities 035 21 77 048 038 209
Climate factors
RCR Resources -309 039 <.001 6.01% -079 012 <.001 3.77%
Regulatory Quality —463 050 <.001 5.26% -041 017 016 95%
Departmental Norms —.565 044 <.001 14.67% -.140 014 <.001 8.09%
Integrity Socialization -318 039 <.001 6.31% -072 012 <.001 3.17%
Supervisor-supervisee Relations —425 040 <001 10.57% —-098 013 <.001 5.08%
Integrity Inhibitors —542 039 <.001 17.46% -.156 012 <.001 12.98%
Departmental Expectations -319 037 <.001 7.56% —-091 012 <.001 5.77%
Publication factors
Publication Attitude 580 045 <.001 14.75% 166 014 <.001 11.74%
Publication Resources 185 051 <.001 1.44% 080 016 <.001 2.28%
Publication Stress 323 039 039 6.39% 091 012 <.001 4.92%

3standard error of the B, Passociated p value “percentage of explained variance by the independent variable at issue
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Table 4 Explained variance of clusters of factors using hierarchical mixed modelling

Perceived frequency of misbehavior

Perceived impact of misbehavior

Clusters Index of expl. Cum.explained Diff. model Signif. Expl. Cum. explained Diff. model Signif.
added’ var’ variance' fit? (df) model fit  var®  variance’ fit? (df) model fit?
Individual 6.74% 6.74% 74.1 (6) <.001 1.18% 1.18% 18.1 (6) 001 <p<.01
factors®

Climate 22.22% 31.64% 3582 (7) <.001 14.10% 15.66% 205.7 (7) <001
factors®

Publication 15.85% 3421% 325(3) <.001 1228% 1842% 376 (3) <001
factors®

0 =this is the explained variance when only one group of factors is analyzed, i.e. just the climate factors explain 22.22% of variance perceived frequency of

research misbehaviors

! =the explained variance here is the cumulatively explained variance. Since the models are hierarchical, factors are added consecutively, i.e. the explained
variance is 31.64% when both individual as well as climate factors are added to the model
2 = difference in model fit, model fit here is the difference between the — 2 Log likelihood of the previous model, i.e. 74 is the difference between the intercept-

only model and the model with individual factors added, etc.

3 = significance of model fit is contrasted with the previous model; the row above or a model with no parameters (vs. individual factors)
2 = gender, academic rank and disciplinary field, ® = SOURCE subscales, <= PPQr subscales
* Note that the explained total is less than the sum of its parts because there is some overlap in the variance that publication and climate factors explain

factors explains 12% in variance of perceived impact of
research misbehaviors.

We followed up with a hierarchical model where we
consecutively added the clusters. The clusters of individ-
ual factors and climate factors combined explain 32% of
the variance in perceived frequency of research misbe-
haviors. Adding all three clusters to the model, hence in-
cluding publication factors, explains 34% of the variance
in perceived frequency of research misbehaviors. When
using perceived impact as the outcome variable, individ-
ual and climate clusters combined explain 16% of vari-
ance in variance of perceived impact of research
misbehaviors. Finally, adding all three clusters to the
model explains 18% of variance of perceived impact of
research misbehaviors.

Other analyses

Note that publication factors explain little additional
variance when individual and climate factors are
already in the model, which prompts questions about
the relationship between the different explanatory var-
iables. To assess why adding publication factors last
to the model had only a marginal effect on the cumu-
lative increase in variance, we calculated Pearson cor-
relation coefficients between the individual factors
and the publication factors and between the climate
factors and publication factors (see Additional file 1:
appendix). We already looked into the effects of indi-
vidual factors on publication factors in another paper
[1]. To see the additional effects of climate factors on
publication factors, we ran further regression analyses
(see Additional file 1: appendix). Overall, we found
that the more positive a participant’s perception of
the research climate, the less negative that partici-
pant’s perception of the publication system.

Discussion

Key results

We investigated the extent to which variances in re-
search misbehavior can be explained by individual, cli-
mate and publication factors. Overall, individual, climate
and publication factors combined explain 34% of vari-
ance in perceived frequency of research misbehavior and
18% in perceived impact of research misbehavior. The
cluster accounting for the greatest percentage of ex-
plained variance is the research climate, 22 and 14% in
perceived frequency and perceived impact of research
misbehavior, respectively. Publication pressure is the
second greatest explanatory variable, accounting for 16%
of variance in perceived frequency and 12% of variance
in perceived impact of research misbehavior. Individual
factors are the smallest cluster, explaining 7% of variance
in perceived frequency and 1% in perceived impact.

Interpretation

We found academic rank to play the greatest role within
the cluster of individual factors. Previous research
coined explanations for the association between aca-
demic rank and research misbehavior including the idea
that junior researchers are less familiar with responsible
research practices [8], or, when under pressure to per-
form, they would potentially compromise their ethics
[16]. However, our results indicate that senior re-
searchers observed significantly more research misbe-
havior. Hence, perhaps junior researchers are more
honest in their self-reporting but when asked about the
behavior of others, senior researchers are equally critical
of their colleagues.

We found no effect of gender and in fact the influence
of individual variables (such as gender) for research mis-
behavior has received criticism. For example, Kaatz,
Vogelman & Carnes [22] pointed out that males being
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overrepresented among those found guilty of miscon-
duct and evidence from other areas found men more
likely to commit fraud, are insufficient to conclude that
male researchers would be more likely to engage in re-
search misconduct. Besides, Dalton & Ortegren [23]
found that the consistent finding that women respond
more ethically than men was greatly reduced when con-
trolling for social desirability. The authors note that this
does not indicate males and females to respond equally
ethical, but simply that the differences in ethical behav-
ior may be smaller than initially assumed.

We found the cluster of climate factors to have the
greatest share in explaining research misbehavior, which
is similar to Crain and colleagues [24] who found that
especially the subscale Integrity Inhibitors subscale (a
scale that measures the degree to which integrity inhibit-
ing factors are present, such as the pressure to obtain
funding and whether there is suspicion among re-
searchers) was strongly related to engaging in research
misbehavior in their sample of US scientists. A high
score on the Departmental Norms (the extent to which
researchers value norms regarding scholarly integrity in
research, such as honesty) subscale was negatively asso-
ciated with engaging in research misbehavior. When
reviewing the individual subscale effects in our study,
these two subscale scores are most strongly associated
with perceived frequency as well as with perceived im-
pact. Bearing in mind that we focused on perceptions of
engagement in research misbehavior by others in the
direct environment and not on research misbehavior by
the respondent him- or herself, we still think it is rea-
sonable to believe that we observed a similar pattern. In
addition, using a large bibliographic sample based on
retracted papers, Fanelli, Costas and Lariviere [25] re-
ported that academic culture affects research integrity,
again emphasizing the importance of this cluster.

Broadly speaking, the relationship we observed aligns
with existing literature that investigates unethical behav-
jor in organizations [26]. A meta-analysis by Martin and
Cullen [27] found that unethical behavior (among which
they considered lying, cheating and falsifying reports)
was associated with what is called an instrumental cli-
mate where individual behavior is primarily motivated
by self-interest [28]. Related, Gorsira et al. [29] found
that when employees perceive their work climates to be
more ethical, they were less likely to engage in corrupt
behavior and vice versa.

Maggio and colleagues [12] used the previous version
of the Publication Pressure Questionnaire and found
publication pressure to account for 10% of variance of
self-reported research misbehavior among researchers in
health professions’ education. This is similar to our find-
ings, although the authors focused on self-reported mis-
behaviors, whereas we focused on perceptions of
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engagement in research misbehavior by others in the
direct environment. In addition, we used a slightly differ-
ent set of research misbehaviors and we have investi-
gated researchers from other disciplinary fields as well.
Nevertheless, both study results indicate that in an en-
vironment where perceived publication pressure is high,
the likelihood of researchers reporting research misbe-
havior will be larger compared to an environment with
low publication pressure.

Holtfreter and colleagues [29] used a list of crimino-
logical factors that have been associated with research
misconduct and asked academic researchers in the US to
indicate which factor they thought contributed most to re-
search misconduct. Regardless of their disciplinary field,
researchers reported that the stress and strain to perform
(among which was the pressure to publish) was the main
cause for research misconduct. Holtfreter and colleagues
only distinguished two clusters of factors: ‘bad apples’
(similar to our individual factors) and ‘bad barrels’, com-
prising both climate and publication factors. That said, the
stress and strain items are rather similar to our publica-
tion pressure items, supporting the idea of publication
pressure as a factor contributing to research misconduct.

Note that we do not claim that individual, climate and
publication factors are independent. We found, for in-
stance, publication pressure to account for 16% of vari-
ance in perceived frequency when added as first variable.
However, when climate factors are already in the model,
the cumulative increase of explained variance when add-
ing publication pressure is only 2%, which seems intuitive,
since it could be that publication factors influence climate
factors, such as when increased publication pressure leads
to authorship disputes that in turn potentially damage the
research climate in particular research groups [13]. A re-
lated reasoning could be that publication pressure may
arise as a function of how one’s department and depart-
mental expectations for “productivity” are setup, or may
arise at a higher organizational level, to the extent that
publication expectations are set or influenced by decision
makers above the department level.

Generalizability

Our study’s sample included researchers from different
academic disciplines and academic ranks. The findings
thus bear relevance to a broad group of academic re-
searchers. Besides, relying on previously validated and
repeatedly employed instruments such as the SOURCE
[17] and PPQr [18] should substantiate the validity of
our findings.

Limitations
We should acknowledge a number of weaknesses in our
study. Firstly, a response rate of 17% is arguably low.
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That said, it is not lower than other recent surveys that
are considered valid [30]. In addition, a low response
rate in itself does not indicate a response bias. In an-
other study, we tried to estimate response bias in our
sample using a wave analysis and found early responders
to be similar to late responders [14]. Also, when looking
at demographic characteristics, such as academic rank,
our responders seemed similar to the population [15] re-
ducing the concern that our sample is biased, at least
with respect to those dimensions. In conclusion, with
our response rate, we cannot exclude the possibility of
response bias, but we have some reason to believe it
should not influence our results substantially.

Secondly, our outcome variables regard perceived mis-
behavior by others, whereas many studies into misbehav-
ior focus on self-reports of misbehavior by the
respondent, including some of the literature we cited.
Interestingly, whereas self-reported rates of misbehavior
by the respondent have decreased over time, perceptions
of the frequency of misbehavior by others have remained
more stable [31]. Nevertheless, perceptions of misbehav-
ior measurements may be artificially inflated in situa-
tions where various responders have witnessed the same
incident. Besides, people are generally more earnest
when reporting about others” misbehavior (and more le-
nient when it regards their own), also known as the Mo-
hammed Ali effect [31], which could artificially inflate
reported perceptions. Hence, our data may overestimate
the actual frequency of perceived research misbehavior.
Relatedly, as we measured all outcome and explanatory
variables through subjective self-report, the correlations
between these variables may be inflated by common-
method bias [32]. It seems reasonable to say that percep-
tions carry credible evidence about the ‘true’ prevalence
of research misbehavior and its explanatory variables, al-
though surveying perceptions is by no means conclusive.

Thirdly, the assumption that is implicit in our work is
that when participants reported on what research misbe-
haviors they observed in their field of study, they were
largely reporting on what they observed in their own re-
search setting. Although we do not think this is an unrea-
sonable assumption, we nevertheless want to acknowledge
that we could not test it explicitly in our survey.

Fourthly, it is a characteristic of multiple regression
that the more explanatory variables within a cluster, the
larger the explained variance. This should be kept in
mind, as our clusters have different numbers of explana-
tory variables within them.

Finally, our results are cross-sectional in nature so we
have to refrain from any causal conclusions.

Conclusions
Our results suggest that researchers’ perceptions of the
research climate as well as researchers’ perceptions of
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publication pressure play a significant role in explaining
research misbehavior. Especially the norms that govern
research practices in a department and the extent to
which integrity inhibiting factors such as suspicion were
present, explained a large proportion. Finally, it was not
so much a researchers’ publication stress but more their
attitudes towards the current publication system that
played a substantial role. Note that these proportions of
explained variance decreased when using perceived im-
pact as outcome, but the results pattern remained the
same. This suggests that efforts to improve departmental
norms might have a salutary effect on behavior.
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